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DiRAC Resource Allocation Committee
 
Application for Seedcorn time

Please send your seedcorn application to: diracseedcorn@jiscmail.ac.uk
1 Purpose
The purpose of the DiRAC seedcorn scheme is to provide a light-touch review process for modest allocations of computing time to new users to enable them to gain experience of using DiRAC services before submitting a full application for resources. Existing users may also apply for seedcorn allocations to enable code development/testing on a service which is not currently part of their project allocation. 
2 Instructions

Please fill in the form below and send to diracseedcorn@jiscmail.ac.uk. 

The maximum allocation of seedcorn time will be 100,000 Corehrs or 1,000 GPUhrs. If you require a larger seedcorn allocation in order to carry out the necessary testing of your code, please contact the DiRAC Director to discuss your requirements.

[bookmark: _Toc494371474][bookmark: resource2]Definition of resource hours
There are different services providing different architectures and different types of resource per system. Please see http://www.dirac.ac.uk/resources for a detailed description of the DiRAC hardware resources. 
Resource hour units are defined as: 
· CPU hours: In one wall-clock hour one central processing unit (CPU) will provide one core hour. 
A two-socket system would have 2 processors each with say 16 cores (cpus) which would make this a 32 core system and provide in one wall-clock hour 32 Corehrs.
· GPU hours for the Cambridge or Edinburgh GPU clusters. 
A node with four A100 GPUs would provide in one wall-clock hour four GPU hours: 4 GPUhrs.
Completion of this form implies permission for user details to be stored in the DiRAC Service Providers’[footnoteRef:1], the DiRAC Project Office's and the Research Councils’ databases and to be used for mailing, accounting, reporting and other administrative purposes. 
 [1:  The DiRAC Service Providers are the University of Cambridge, University of Durham, University of Edinburgh (EPCC) and the University of Leicester, and the DiRAC Project Office is located at UCL..] 

Personal Details of the applicant and information on the application – to be completed by the applicant
1 Personal Details of the applicant
	Name:         
	

	Address:
	

	Affiliation:
	

	Position: (PDRA, Lecturer, etc.)
	

	Telephone number:
	

	Email address:
	

	Title of the project:
	

	Period of seedcorn
	


 
2 Scientific Justification for this seedcorn application (including whether this seedcorn project is likely to lead to a full RAC proposal in the future) [Maximum ½ page]

	






3 [bookmark: _Toc494371492]DiRAC Software and Support Requirements. 
3.1 What are the main codes you will be using?
Enter list of all codes, with links to descriptions if possible, in the following table:
(Indicate, if possible, where the codes have been developed and your own experience of running this code.)
	Name of the code
	Owner
	Source (web address)

	
	
	



3.2 [bookmark: __DdeLink__2297_270638446][bookmark: _Toc494371495]Software requirements (e.g. compilers, libraries, tools): 
Enter list of software requirements to support your use of DiRAC in the following table:
	Name of software
	Version
	Licenced? 
Y/N
	Dependencies 
(if known)

	
	
	
	

	
	
	
	



3.3 Summary of support requirements
[bookmark: _Toc494371497]Summarise any other support requirements for this project in the box below:
	


4 Choice of DiRAC resource 

The DiRAC resources are described in detail on the DiRAC web pages: http://www.dirac.ac.uk/resources. Please consult these pages to help you identify the system(s) you think most suitable for your application. 
Please indicate the amount of seedcorn time required on the service you would prefer. Maximum allocations: 100,000 Corehrs; 1000 GPUhrs.

	DiRAC Service
	DiRAC system
	CPU/GPU type
	# of cores/GPUs available to DiRAC
	Time requested (in Corehrs or GPUhrs) for Seedcorn project

	Data Intensive Service - Cambridge
	CSD3_CPU
	Intel icelake
	26,617
	

	
	CSD3_GPU
	Nvidia A100
	22
	

	Data Intensive Service - Leicester
	DIaL
	Intel skylake
	9,936
	

	
	DIaL-3
	AMD Rome
	25,600
	

	
	SuperDome 
(6 TB RAM)
	Intel skylake
	144
	

	
	3 Fat nodes (1.5TB RAM)
	Intel skylake
	108
	

	Extreme Scaling Service - Edinburgh
	Tursa_GPU
	Nvidia A100
	704
	

	Memory Intensive Service - Durham
	Cosma7 
(16 GB/core)
	Intel skylake
	12,544
	

	
	Cosma8 
(7.8 GB/core)
	AMD Rome
	67,584
	

	
	2 Fat nodes 
(4 TB RAM)
	AMD Rome
	256
	



3

image1.png
Science and
Technology
Facilities Council




image2.png
High Performance
Computing Facility




